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Abstract— This paper presented a comparative study of the application of two Swarm Intelligence algorithms: Particle 
Swarm Optimization and Firefly Algorithm in automatic camera calibration problem. The fitness function used in the camera 
calibration problem is based on the Kruppa’s equation. A case study from a dataset provided by Le2i Universite de 
Bourgoune is taken for benchmarking the performance of both algorithms. The result is compared with previous literatures. 
Result obtained from these algorithms indicates there is potential for further improvement.  
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——————————      —————————— 

1 INTRODUCTION                                                                     
n camera auto calibration problem, provided essential 
matrix and fundamental matrix, intrinsic parameters 
can be found by minimizing the cost function. The in-

trinsic parameters are the aspect ratio and skew repre-
sents the principal point. This paper employed two 
Swarm Intelligence algorithms: Particle Swarm Optimiza-
tion and Firefly Algorithm in optimizing the intrinsic pa-
rameters by minimizing the cost function. The cost func-
tion chosen is the Kruppa’s equation.  

2 STATE OF THE ART 
Auto camera calibration problem required the algo-

rithm to find optimal combination of camera calibration’s 
parameters which keep the cost function at a minimal 
value. This problem is not a new problem where there are 
numerous literatures had attempted to solve the problem.  

Y. Zhang and Q. Ji proposed the application of GA for 
camera calibration in year 2001 [6]. Genetic Algorithm is 
use to optimize interior and exterior camera parameters. 
The experimental result use synthetic and real images.   

 

The author claimed that GA produced an excellent per-
formance in term of convergence, accuracy and robust-
ness. 

In year 2008, J. Z. Tao et al. proposed the application of 
Particle Swarm Optimization (PSO) in camera auto-
calibration process [1]. In the paper, the author decided to 
find only theaspect ratio of the intrinsic parameters 
which consist of 𝑓௨ and 𝑓௩ (focal length in pixels along the 
axes of the image). The skew, 𝛾 is let to 0. While the other 
two intrinsic parameters: 𝑢଴ and 𝑣଴ are ignored based on 
recommendation by [2]. The fitness or cost function use 
in optimizing the parameters are as recommended by [3]. 

In the same year, K. Bilal and J. Qureshi investigate the 
application of several nature inspired optimization algo-
rithms in tuning the parameters in camera auto-
calibration. The algorithms use are Simulated Anneling 
(SA), Genetic Algorithm (GA), and PSO [4]. The main 
objective is to benchmark the performance of the algo-
rithms based on several criteria: algorithm efficiency, 
algorithm accuracy, algorithm reliability, and calibration 
error (at different noise level). The authors concluded 
that if the application requires reliability, GA would be 
more suitable. While if the application requires precision, 
SA or PSO can be use.  

On the following year, X. Song et al. proposed another 
implementation of PSO for single camera calibration [5]. 
A detailed experimental setup are explained in the paper. 
The result indicates that PSO provides satisfying calibra-
tion accuracy.  

J. Li et al. proposed a hybrid of GA & PSO in order to 
improve the accuracy of the camera auto-calibration [7]. 
The simplified Kruppa’s equation is use as cost function. 
The result indicates that the proposed approach pro-
duced 100% success rate compared to PSO (97%) and GA 
(98%).  
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3 MOTIVATION 
Motivation to use Swarm Intelligence (SI) algorithms 

to optimize parameters in camera auto-calibration prob-
lem had been mentioned concisely in [1]. J. Z. Tao et al. 
mentioned that SI better than the traditional optimization 
algorithms: 

Traditional optimization algorithms required initial 
value and sensitive to it. Most SI algorithms which based 
on Swarm Intelligence (SI) does not require initial value 
as the agent are randomly assigned in the search space at 
the initialization phase. Traditional optimization algo-
rithms have higher chance to trap in local minima. 
Swarm Intelligence algorithms have less chance to trap in 
local minima due to their stochastic nature. Traditional 
optimization algorithms required extensive knowledge 
on the mathematical foundation behind the optimization 
strategies. All SI algorithms are nature inspired which 
make them easier to relate to. The algorithms also do not 
contain many mathematical equations. 

Traditional optimization algorithms are more suitable 
to solve linear problem while SI algorithms can tackle 
both (linear and non-linear) problems quite well. 

In this paper, the implementation of SI algorithms has 
been extended to five parameters compared to three in 
[1]. Implementation of Firefly Algorithm (FA) on camera 
auto-calibration also never been done before.   

 

4 CAMERA AUTO-CALIBRATION 
The main objective of camera calibration is to obtain 

the intrinsic camera parameters for a given number of 
images. In auto-calibration, as the word suggested, the 
camera calibration does not require supervision by the 
user. The intrinsic matrix is as shown in Equation (1). 
 

𝐾 =   ൥
𝑓௨ 𝛾 𝑢଴
0 𝑓௩ 𝑣଴
0 0 1

൩   (1) 
 
where [𝑢଴, 𝑣଴] is the skew ratio, 𝑓௨ is the product of focal 
length and magnification factor,  𝜀. The magnification fac-
tor, 𝜀 is defined by Equation (2). 
 

𝑓௩ = 𝜀   ×   𝑓௨    (2) 
 
As suggested by previous authors [1, 3], a point, 𝑝 is on 
the absolute conic case, vector 𝒙 = (𝑥, 𝑦, 𝑧)𝑻 satisfy Equa-
tion (3). 
 

𝒙்𝒙 = 0     (3) 
 
Based on (3) we can then extend the work of [3], where 
now each point, 𝑝 must satisfy Equation (4) or Equation 
(5). 

 
𝑝்𝐾ି்𝐾ିଵ𝑝 = 0    (4) 

 
𝑝்𝜔  𝑝 = 0    (5) 

 
While the dual absolute conic of 𝜔, 𝜔∗ is as Equation (6). 
 

𝜔∗ = 𝐾𝐾்    (6)   

 
R. I. Hartley in [3] simplified the Kruppa’s equation to 
Equation (7) where values of 𝑟 and 𝑠 come from diagonal 
matrix, 𝐷 which is described as Equation (8). Column 
vector, 𝑈 are 𝑢ଵ, 𝑢ଶ, and 𝑢ଷ. Column vector, 𝑉 are 𝑣ଵ, 𝑣ଶ, 
and 𝑣ଷ.  

 
 

(7) 
 

  
  

             (8) 
 

 
By assigning each part of Equation (7) as 𝐽ଵ, 𝐽ଶ, and 𝐽ଷ, 

we can obtained Equation (9) to Equation (11). 
 

 
                            (9) 

      
 

  (10) 
 
 

 
        (11) 
 

The optimized value of the parameters of intrinsic ma-
trix can be obtained by finding value of parameters that 
minimize Equation (12). 
 

 (12) 
 
where 𝑖𝑚 is number of images. Note that Equation (12) is 
use as fitness function for SI algorithms. 

5 SWARM INTELLIGENCE 
Swarm Intelligence is an emerging field in Computa-

tional Intelligence (CI) where all the algorithms are in-
spired by the cooperative knowledge of nature. All SI 
algorithms consists of three main components: initial 
random position in the search space, fitness comparison 
between the agents and agent trying to improve their 
fitness by learning from other agents. Most of the algo-
rithms differ on the third component where each algo-
rithm has different learning methods based on the nature 
it inspired from.     

One of the earliest SI introduced is PSO by J. Kennedy 
and R. Russell [8]. The movement of the flocking birds 
inspires the algorithm. The main gist of PSO is that the 
entire population will try to replicate their historical suc-
cess and in the same try to follow the success of the best 
agent in the population. The movement of the agents in 
the search space dimension shows this attempt.  

Firefly Algorithm was introduced by Xin-She Yang in 
2007 which fundamentally based on the mating behavior 
of fireflies [9]. Instead the entire population trying to rep-
licate the best agent success, agents in FA tries to com-
pare its fitness with its neighbors. It will try to improve 
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its fitness by learning from all agents that has better fit-
ness than it.    

For this experiment, both algorithms can be modeled 
using the same model. The proposed model suggests that 
the relationship of agent’s position, 𝒔ூ with intrinsic ma-
trix parameters can be generalized as Equation (13). 
 

𝒔௠ = [𝑓௨  𝛽  𝑢଴  𝑓௩𝑣଴]்   (13) 
 
Example, 𝒔ଶ = [800  0  256  900  256]் means that the 2nd 
agent suggesting that the parameters of the intrinsic ma-
trix should be as follows: 𝑓௨ = 800, 𝛽 = 0, 𝑢଴ = 256, 𝑓௩ =
800, 𝑣଴ = 256. Another point worth mentioning here is 
the selection of the fitness function. Fitness function is the 
function that the agents use to benchmark their proposed 
solution. This function must have a numerical value. As 
mentioned earlier, the fitness function of the SI algo-
rithms is as shown in Equation (12) which can be rewrit-
ten as Equation (14). 
 

           (14) 
 

6 MODELING CAMERA AUTO-CALIBRATION 
PROBLEM USING FIREFLY ALGORITHM 

The algorithm starts by generating initial population 
of agent, randomly. Here the agent is the firefly. The fire-
flies’ positions are evaluated using the fitness function in 
Equation (14). Light intensity, 𝐼௠ is formulated to be 
equal to the inverse value of the firefly’s fitness function 
as shown in Equation (15). 
 

  (15) 
 

From here on the algorithm will start looping until 
stopping criteria are fulfilled. For this study, maximum 
iteration, 𝑧 is chosen as stopping criteria where the algo-
rithm will stop when the iteration, 𝑡 reached maximum 
iteration, 𝑧. 

For each iteration, each agent will move toward to 
other agent with greater light intensity. The movement of 
this agent is bounded by Equation (16). 

 
𝒔௠ =   𝒔௠ +  𝛽଴𝑒ିఊ௥೘ೠ

మ (𝒔௠ − 𝒔௨) + 𝛼𝒆௠ (16) 
 
where  𝑟 is the distance between two agents in Euclidean 
distance. Given agent 𝑚 and agent 𝑛, the Euclidean dis-
tance can be calculated using Equation (17). 
 

𝑟௠௨ =   ‖𝒔௠ − 𝒔௨‖    (17) 
 
𝛽଴ is the agent’s attractiveness at 𝑟 = 0.  𝛾 is absorption 
coefficient. 𝛼 is randomization parameter which in range 
[0,1]. 𝒆௠ is a vector random number taken from uniform 
distribution. 

 
 
Algorithm 1: Firefly Algorithm for camera auto-calibration 
01 Set fitness function, 𝑓(𝒔௠)according to Equation (13) where 
𝒔௠ = [𝑠௠ଵ, 𝑠௠ଶ, . . , 𝑠௠௡]் 

02 Generate randomly initial population of agent, 𝒔௠where 
𝑚 = 1,2, . . , 𝑞 
03  Find  agent’s  light  intensity,  𝐼௠ at 𝑺௠using Equation (15) 
04 Define light absorption coefficient, 𝛾 
05 while 𝑧 < 𝑡 
06    for 𝑚 = 1 to 𝑞 
07       for 𝑢 = 1 to 𝑞 
08          if 𝐼௠ < 𝐼௨ 
09             Move agent 𝑚 towards 𝑢 using Equation (16) 
10             Evaluate new solution using Equation (14), update 
𝐼௠using Equation (15) and global best if necessary 
11          end if 
12      end for 𝑢 
13   end for 𝑚 
14 end while 
15 Post process results and visualization 
 

The fitness of the new agent’s position is evaluated 
and the light intensity is updated. If the fitness obtained 
smaller than the global best record, the new fitness will 
become the new global best and the agent’s position is 
kept as the best solution found so far. 

7 MODELING CAMERA AUTO-CALIBRATION 
PROBLEM USING PARTICLE SWARM 
OPTIMIZATION 

Similar to FA where PSO starts by randomly assigned 
the particle position based on Equation (13). Then the 
particle fitness is calculated using Equation (14).    
 
Algorithm 2: Particle Swarm Optimization for camera auto-
calibration 
01  Initialize all particle by randomizing position based on 
Equation (13) 
02  while𝑧 < 𝑡 
03     for 𝑚 = 1 to 𝑞 
04        Calculate fitness for particle using Equation (14) 
05        if the particle fitness is better than previous 𝒑𝒃𝒆𝒔𝒕then 
06           Set the particle fitness value as new 𝒑𝒃𝒆𝒔𝒕 
07  if the 𝒑𝒃𝒆𝒔𝒕is better than previous 𝒈𝒃𝒆𝒔𝒕 
08 Set 𝒑𝒃𝒆𝒔𝒕 as new𝒈𝒃𝒆𝒔𝒕 
09 end if 
10        end if 
11     end for  𝑚 
12     for 𝑚 = 1 to 𝑞 do 
13        Calculate particle velocity according to Equation (18) 
14        Update the particle position according to Equation (19)  
15      end for 
16 end while 
17 Post process results and visualization 
 
Then the 𝒑𝒃𝒆𝒔𝒕 and 𝒈𝒃𝒆𝒔𝒕 will be updated if the particle 
has a better fitness value compared to the current 𝒑𝒃𝒆𝒔𝒕 
and 𝒈𝒃𝒆𝒔𝒕 values. Then, the particle velocity, 𝒗௠௭ାଵ is up-
dated using Equation (18). 
 

𝒗௠௭ାଵ = 𝜔𝒗௠௭ + 𝑟ଵ𝑐ଵ(𝒗௠௭ − 𝒑𝒃𝒆𝒔𝒕௠) + 𝑟ଶ𝑐ଶ(𝒗௠௭ − 𝒈𝒃𝒆𝒔𝒕)  (18) 
 
where 𝑟ଵ and 𝑟ଶ are random values [0,1], 𝑐ଵ is  cognitive 
component and 𝑐ଶ is  social component. After that, the 
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particle position is updated using Equation (19). 
 

𝒔௠௭ାଵ =   𝒔௠௭ + 𝒗௠௭ାଵ   (19) 
 

The process is repeated until reaching the maximum 
iteration. The 𝒈𝒃𝒆𝒔𝒕 is taken as the best found solution. 

8 IMPLEMENTATION AND SIMULATION RESULT 
To compare the performance between the algorithms, 

the algorithms are tested using a dataset provided by 
Le2i Universite de Bourgoune [10]. The algorithm is writ-
ten in MATLAB environment and the simulation is per-
formed 10 times on a laptop equipped with 1.80GHz Intel 
Pentium Core 2 Duo processor with 2GB RAM. 

Table 1 listed out the parameters values of SI algo-
rithms used throughout this simulation.Both SI algo-
rithms used same values for common parameters for 
benchmarking purposed. Table 2 listed out the fitness 
value obtained from the simulation done.  
 

Table 1: Parameters of PSO and FA 
 PSO FA 

Common Parameters 
Number of agents, 𝑖 100 100 

Number of iterations, 𝑡 1000 1000 
Number of computa-

tions 
10 10 

PSO Parameters 
Inertia weight, 𝜔 0.9 Not applicable 

Cognitive component, 
𝑐ଵ 

1.42 Not applicable 

Social component, 𝑐ଶ 1.42 Not applicable 
𝑟ଵand 𝑟ଶ Random [0,1] Not applicable 

FA Parameters 
𝛼 Not applicable 0.01 
𝛽 Not applicable 0.1 
𝛾  0.001 

 
Table 2: Fitness value obtained of PSO, FA and [11] 

 PSO FA Levenberg-
Marquart 

Best 1.8481
× 10ି଻ 

2.4394
× 10ିସ 

1.6051
× 10ିଵଷ 

Worst 1.3582
× 10ିସ 

2.7532
× 10ିସ 

Not available 

Mean 1.404 × 10ିହ 2.669
× 10ିସ 

Not available 

Standard 
Devia-

tion 

4.2787
× 10ିହ 

9.500
× 10ି଺ 

Not available 

 
In [11], the author implements self-calibration method 

proposed by [12]. The optimization strategy use is 
Levenberg-Marguart Algorithm (LMA) which is suitable 
for non linear system. Result indicates that LMA produc-
es the best result, PSO at the second place, and FA in last 
place. The disadvantage of LMA is that it requires ini-
tial/rough estimation value of the intrinsic parameters 
while SI algorithms does not. From Table 2, it can be also 

seen that PSO is more accurate while FA is more precise. 
Table 3 listed the best and worst found parameters value 
of PSO, FA and LMA. The PSO and FA values are round 
up to one decimal point. 

From Table 3, one can notice that if the proposed value 
of the best found PSO being round up to nearest integer, 
it will produces the same result like LMA. In general, SI 
algorithms are really high precision-value algorithm. To 
solve this problem, the user usually defines the number 
of precision of the parameters values. 
 
Table 3: Parameters values proposed by PSO, FA and [11] 

 PSO FA Levenberg-
Marquart 

 
Best 

   

 
Worst 
 

  

Not 
applicable 

 

 

9 CONCLUSION 
This chapter introduces reader to the application of SI 

to find optimized values of the intrinsic matrix’s parame-
ters for pinhole camera. The methodology of the pro-
posed approach is explained in great details. The result 
indicates that there is potential for further study due to 
the good result obtained. Further study can be extended 
using different optimization strategies and fitness func-
tions. 
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